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Debate Script:

Good morning, Ronan Smyth is my name.

1. After WW2, it was noted that an increase in labour lead to an increase in production.
2. By 2000, the rules had changed, due to machine driven automation, increased manpower no longer implied increased output. Then in 2011 it emerged that a decrease in labour normally boosts productivity. In 2023, this issue has compounded exponentially.
3. By 2017, 1.7m jobs had been lost to automation. Between 75m & 375m are speculated to be lost by 2030. What would 2060 look like, even at the more optimistic rate?
4. This is happening now. Meaningful regulation or government intervention is non-existent.
5. Although potential the human suffering is unthinkable, it’s not the only likely economic fallout.
6. Self-driving cars will make motor-insurance companies obsolete. Insurance firms are financial cornerstones of most developed economies the collapse of which would result in catastrophic recession. Insurance is one of many critical industries at risk.
7. A computer program to automate tax preparation might earn millions or billions of dollars while eliminating the need for countless accountants.
8. This is happening now. Meaningful regulation or government intervention is non-existent.
9. The middle class will likely disappear and the gap between upper and lower classes will likely widen. This is not a favorable situation.
10. This will be reflected globally whereby nations who possess Ai become even wealthier than those without.
11. Trillions will need to be spent on retraining schemes and bi-lateral regulation… but likely will not be… in light of afore mentioned catastrophic recession, upper-class indifference or inequality-based global conflict… not to mention tried-and-tested human inability to plan well in the face of exponential growth… all of which have basis in modern history.

Counter Arguments

During the 1st and 2nd industrial revolutions we saw innovations principally to assist workers to perform tasks which had previously required great strength or effort. But in each case, made the workers life easier while inevitable costing a relatively small number of jobs, causing a relatively small amount of human suffering.

In 1965 Herbert Simon wrote, "Machines will be capable, within 20 years of doing any work a man can do,". Alan Turing had made a similar comment in the 50s. Most Ai architects since then agree, that sooner or later this will be true.

The principle red flag is the unprecedented exponential growth of generative ai for which Human beings have an innate evolutionary blind spot.

Lack of regulation failures: School shootings, economic crises 2008, covid pandemic, global warming.

Finally, regulation to protect economies will not arrive on time. Ai is growing exponentially. Human beings have a blind spot for exponential growth going back to our days as hunter-gatherers.

I’ll demonstrate. Imagine a grain of rice in a square on a chess board. Double the grain of rice in the next square and double that in the third and so on. By the last square on the board, you would have more rice than exists in the world. Did you see that coming?

Podcast Script:

The advent of the internet has been fundamental to Ai’s enablement. Arguably the most important facilitating factor.

Although as a concept Ai has been around for thousands of years, with automatons being mentioned throughout history and folklore going back thousands of years. And although the first Ai program, Logic theorist was developed in 1956. The drive for Ai and the funding to back it, has principally been motivated by the necessity to or the desire to deal with the huge amounts of data being gathered on the internet.

These vast amounts of data would be very difficult, very expensive, to work with or even store on a server hosted by the company gathering the data.

From this we have the advent of data centers and the increased need to access or transfer data as quickly and as cheaply possible between storage and processing. In more recent years the environment has come into focus and those priorities have expanded to include energy efficiency.

The principal use of Ai to this day is the processing of massive amounts of data now mainly stored on data centers often located far from the machines running the Ai.

As such, the development of Ai and the development of networking technology go hand in hand. Exponential improvement has been seen in all aspects of networking including hardware, software, architecture and protocols.

There has been a steady improvement in networking hardware since the 1970s.

Developments in hardware like high-speed switches and network adapters now enable Ethernet speeds of up to 100 Gigabit.

I thought that an interesting piece of hardware to mention was remote direct memory access network adapters. RDMA adapters allow [direct memory access](https://en.wikipedia.org/wiki/Direct_memory_access) from the [memory](https://en.wikipedia.org/wiki/Main_memory) of one computer into that of another without occupying their [operating system](https://en.wikipedia.org/wiki/Operating_system)s. That negates the need to copy data between memory and buffers and requires no work to be done by [CPUs](https://en.wikipedia.org/wiki/Central_processing_unit), [caches](https://en.wikipedia.org/wiki/CPU_cache), or [context switches](https://en.wikipedia.org/wiki/Context_switch), and transfers continue in parallel with other system operations.

Probably the most dramatic development in networking has been the fiber-optic cable. Just to give some idea of the time new technology may take to become mainstream; fiber optic cables were used in NORAD in 1975. It wasn't until 1996 that the first fiber-optic cable was buried under the Pacific Ocean, enabling the internet as we know it.

My road in West Donegal still doesn’t have fiber-optic internet.

Fibre Channel (FC) is a high-speed data transfer protocol providing in-order, lossless[[1]](https://en.wikipedia.org/wiki/Fibre_Channel#cite_note-fibrechannel.org-1) data transfer within and between data centers. When the technology was originally devised, it ran over optical fiber cables only and, as such, was called "Fiber Channel".

On the software side, not long ago Software-Defined Networking (SDN) has made network switches more efficient. It separates the control plane from the data plane, enabling centralized management and programmability of network switches.

The goal as always; higher speeds, higher efficiency, lower energy consumption, all the things in computing and data that has led to the development of and the increasing necessity for Ai.

Fast networking has allowed for the development of cloud computing and I’m going to pass over to Jordan now to tell us a bit about that.